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Abstract

Logical Filtering is the problem of tracking the pos-
sible states of a world (belief state) after a sequence
of actions and observations. It is fundamental to
applications in partially observable dynamic do-
mains. This paper presents the first exact logical
filtering algorithm that is tractable for all determin-
istic domains. Our tractability result is interesting
because it contrasts sharply with intractability re-
sults for structured stochastic domains. The key to
this advance lies in using logical circuits to repre-
sent belief states. We prove that both filtering time
and representation size are linear in the sequence
length and the input size. They are independent of
the domain size if the actions have compact repre-
sentations. The number of variables in the result-
ing formula is at most the number of state features.
We also report on a reasoning algorithm (answer-
ing propositional questions) for our circuits, which
can handle questions about past time steps (smooth-
ing). We evaluate our algorithms extensively on Al-
planning domains. Our method outperforms com-
peting methods, sometimes by orders of magnitude.

1 Introduction

Much work in Al applies system models whose state changes
over time. Applications use these dynamic-system models to
diagnose past observations, predict future behavior, and make
decisions. Those applications must consider multiple possi-
ble states when the initial state of the system is not known,
and when the state is not observed fully at every time step.
One fundamental reasoning task in such domains is Logical
Filtering [Amir and Russell, 2003]. It is the task of finding
the set of states possible (belief state) after a sequence of ob-
servations and actions, starting from an initial belief state.
Logical Filtering in large deterministic domains is impor-
tant and difficult. Planning, monitoring, diagnosis, and others
in partially observable deterministic domains estimate the be-
lief state (e.g., [Biere ef al., 1999; Cimatti and Roveri, 2000;
Bertoli et al., 2001; Petrick and Bacchus, 2004]) as part of
performing other computations. This estimation is difficult
because the number of states in a belief state is exponential in
the number of propositional features defining the domain.

Several approaches were developed that represent belief
states compactly in logic (e.g., BDDs [Bryant, 1992], Log-
ical Filter, and database progression [Winslett, 1990; Lin and
Reiter, 1997]) and update this representation. However, none
of them guarantees compact representation, even for simple
domains. [Amir and Russell, 2003], for instance, guarantees
compactness and tractability only for sequences of STRIPS
actions whose preconditions are known to hold. Most impor-
tantly, the straightforward approach to Logical Filtering (de-
ciding if a clause should be in the belief state representation
of time ¢ + 1, based on the belief state of time ¢) was shown
to be coNP-complete [Liberatore, 1997].

In this paper we show that solving the update problem in
its entirety is easier (done in poly-time) than creating the new
belief state piecemeal. We present C-Filter— the first exact,
tractable Logical Filtering algorithm that can handle any de-
terministic domain. Importantly, both time (to compute a be-
lief state) and space (to represent it) do not depend on the do-
main size. Furthermore, the number of variables in the result-
ing formula is at most n, the number of state features (com-
pare this with n - ¢, the number of variables used in Bounded
Model Checking [Clarke et al., 2001]).

We extend C-Filter to NNF Circuits (no internal negation
nodes), and show that similar space and time bounds hold for
this more restricted representation. We further show how to
reason with an output circuit, including smoothing (queries
about the past). Our results are also useful from the perspec-
tive of representation-space complexity; they sidestep previ-
ous negative results about belief-state representation (Section
5.4) and intractability results for stochastic domains.

The key to our advance lies in using logical circuits to rep-
resent belief states instead of traditional formulas. We show
that updating a logical circuit formula amounts to adding a
few internal connectives to the original formula. We take ad-
vantage of determinism: a feature is true after an action iff
the action made it true or it was already true and the action
did not change that. Interestingly, our empirical examination
suggests that other graphical representations (e.g., BDDs) do
not maintain compact representation with such updates.

C-Filter applies to many problems that require belief-state
update, such as Bounded Model Checking and planning with
partial observability. The attractive nature of this approach is
that we can apply standard planning techniques without fear
of reaching belief states that are too large to represent.



2 Logical Filtering

We now describe the problem of Logical Filtering (tracking
the state of the world), hereby referred to as Filtering. Imag-
ine an assembly robot that can put items together in order to
construct some machine. The parts are randomly oriented,
and they must be brought to goal orientations for assembly.
At the beginning, the parts are located on a conveyor belt.
Each part drifts until it hits a fence perpendicular to the belt,
and then rotates so one of its edges is aligned against the fence
(see Figure 1). A sensor measures that edge, providing par-
tial information about the part’s orientation (partial, because
the part can have some edges of equal length, and the sensor
might be noisy). The robot can then rotate a part (by a certain,
discrete amount) and place it back on the belt, or pick it up
and try assembling it. We now define the problem formally.

Definition 2.1 (Deterministic Transition System) A transi-
tion system is a tuple (P, S, A, R). P is a finite set of propo-
sitional fluents, S C Pow(P) is the set of world states. A state
contains exactly the fluents that are true in it. A is a finite set
of actions, and R : S x A — S is the transition function.

Executing action ¢ in state s results in state R(s, a). R may be
partial. In our example, P = { OnBelt(partl), PartOfAssem-
bly(partl), Touch(partl-el), Touch(partl-e2), ... }, A = {
PickUp(partl), Assemble(partl), Rotate(part1,90), ... }

In the sequel we assume an implicit transition system.
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Figure 1: A conveyor belt: the triangle drifts down, hits the fence
and rotates. The edge touching the fence is then measured.

Our robot tries to keep track of the state of the world, but
it cannot observe it completely. One possible solution is to
maintain a belief state— a set of possible world states. Every
p C S is a belief state. The robot updates its belief state as
the result of performing actions and receiving observations.
We now define the semantics of Filtering.

Definition 2.2 (Filtering Semantics [Amir and Russell, 2003])

p C S, the states that the robot considers possible, a; € A.
We assume that observations o; are logical sentences over P.

1. Filter[e](p) = p (e: an empty sequence)

2. Filter[a)(p) = {s' | ¢ = R(s,a), s € p}

3. Filter[o](p) = {s € p | o is true in s}

4. Filter[(a;, 05)i<j<t](p) =

Filter[{a;, 05)i<;<¢| (Filter[o;](Filter[a;](p)))

We call step 2 progression with a and step 3 filtering with o.

Every state s in p becomes s’ = R(s,a) after performing
action a. After receiving an observation, we eliminate every
state that is not consistent with it.

Figure 2 illustrates a belief-state update. Imagine that the
robot has an isosceles right triangle (edges of size 1,1,//2),
and one of the 1-edges is currently touching the fence. There

are two possible orientations ((a) and (b), left part). After
rotating the triangle 90 degrees, each possible state is updated
(middle part). If the world state was (a), we should see a 1-
edge again. Otherwise, we expect to see the v/2-edge. After
observing a 1-edge (right part), the robot eliminates (b) from
his belief state, leaving him only with (a). That is, the robot
knows the orientation of the triangle.

(@) (@ 1 (a)
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Action:
Rotate(90)

Figure 2: A belief-state update with a 1,1,/2 triangle. Left: Pos-
sible initial states. Middle: Progressing with Rotate(90)— rotating
the triangle by 90° and putting it on the belt again. Right: After
observing length=1, state (b) is eliminated.

Observation:
Length=1

3 Circuit Filtering

Filtering is a hard problem. There are 22" belief states, so
naive methods (such as enumeration) are intractable for large
domains. Following [Amir and Russell, 2003], we represent
belief states in logic. Their solution guarantees an exact and
compact representation only for a few classes of models (e.g.
permuting domains, belief-states in a canonical form). We
use Logical Circuits (not flat formulas) in order to extend
their results to all deterministic domains. In this section we
describe our representation and explain how to update it with
an action-observation sequence, and how to reason with the
result.

3.1 Representation

A belief-state p can be represented as a logical formula ¢
over some P’ D P: a state s is in p iff it satisfies ¢ (s A ¢
is satisfiable). We call ¢ a belief-state formula. We represent
our belief state formulas as circuits.

Definition 3.1 (Logical Circuits) Logical Circuits are di-
rected acyclic graphs. The leaves represent variables, and
the internal nodes are assigned a logical connective. Each
node represents a formula— the one that we get by applying
the connective to the node’s children.

We allow the connectives A,V,—. — nodes should have
exactly one child, while A,V can have many. In Corollary
5.6 we explain how to avoid internal — nodes (for NNF).

We use logic to represent R, too: a domain description is
a finite set of effect rules of the form “a causes F if G”, for
a an action, F' and G propositional formulas over P. W.l.g.,
F' is a conjunction of literals. The semantics of these rules
is as follows: after performing a in state s, iterate through
its rules. If the rule’s precondition G holds in s, its effect F'



will hold in R(s,a). If this leads to a contradiction, a is not
possible to execute. The rest of the fluents stay the same; if
no preconditions hold, the state does not change (we can also
make action failure lead to a sink state).

Consider the triangle in Figure 2. If the triangle is on the
belt, action a = Rotate(90) will rotate it, so the touching edge
will change: el to e2, e2 to e3, e3 to el. a’s effect rules are:

“a causes Touch(e2) N\ —~Touch(el) if OnBelt() N\ Touch(el)”
“a causes Touch(e3) N\ —~Touch(e2) if OnBelt() N\ Touch(e2)”
“a causes Touch(el) N\ —~Touch(e3) if OnBelt() N\ Touch(e3)”

3.2 C-Filter

We described how domains and belief-states are represented;
we can now present our Circuit-Filtering algorithm, C-Filter.

PROCEDURE C-Filter((ai, 0i>0<i§t7 @, D)
{a; actions, o; observations, ¢ an initial belief state over P,
D domain description}
Preprocess D, ¢ |

1: ProcessDomain(D, {a;)o<i<t)
2: for f € P do expl; := a new proposition fo
3: ¢cb := TimelO(p)

Process sequence

4: fori=1totdo

5: ProgressAction(a;)

6: FilterObservation(o;)

7: returnchb A N\ ¢ p(f < exply)

PROCEDURE ProgressAction(a)
{a an action}

Update cb: a executed, thus was possible.
Get f’s next-value explanation:
a caused f, or f held and a did not cause — f
1: for f € Effects(a) do
2: cb :=cb N Time0O( Poss(a,f) )
3: expl’; := TimeO( NextVal(a,f) )
4: for f € Effects(a) do expl; := expl;

PROCEDURE FilterObservation (o)
{0 an observation over P}

1: ¢b := cb N Time0(0)

PROCEDURE Time0(v))
{¢ a formula}
\ Return an equivalent circuit over time 0 |
1: for f € P in v do replace f with the node pointed by expl
2: return 1

PROCEDURE ProcessDomain(D, (a;)o<i<t)
{D a domain description, a; actions}
[ Extract "Next Value” and "Possible” Formulas |
1: for f € P,a € {(a;) do
2: NextVal(a,f) := Cause(a,f) V (f A ~Cause(a,~f))
3: Poss(a,f) := —(Cause(a,f) N Cause(a,—f))
4: (optional: Simplify Formulas)

Figure 3: C-Filter Algorithm

Algorithm Overview

C-Filter is presented in Figure 3 and demonstrated in Section
4. It receives an action-observation sequence, an initial belief

state formula, ¢, over P, and a domain description D. It
outputs the filtered belief state as a logical circuit.

The algorithm maintains a circuit data structure, and point-
ers to some of its nodes. A pointer to a node represents the
formula which is rooted in that node (and they will be used
interchangeably). We maintain pointers to the following for-
mulas: (1) A formula cb (constraint base) — the knowledge
obtained so far from the sequence (receiving observations and
knowing that actions were possible to execute constrains our
belief state). (2) For every fluent f€ P, a formula expl! IS this
formula explains why f should be true now (in Figure 4, the
node marked e(7chl) is the explanation formula of Touch(el)
at time ¢, and the root node is the explanation at time ¢ + 1).

We keep the number of variables in our representation
small (|P|) by allowing those formulas to involve only flu-
ents of time 0. In a way, this is similar to regression: expl
expresses the value of fluent f as a function of the ini-
tial world state, and cb gives the constraints on the initial
state.

The belief state is always cbA A\ s p(f <> exply). In other
words, a possible model should satisfy cb, and each fluent f
can be replaced with the formula expl ;.

In the preprocessing phase, we extract data from the do-
main description (Procedure C-Filter, line 1). We then cre-
ate a node for each fluent, and initialize the expl, pointers to
them. We also create a circuit for the initial belief-state, ¢
(using the expl; nodes), and set the cb pointer to it (lines 2-
3). Then we iterate through the sequence, update the circuit
and the pointers with every time step (lines 4-6, see below),
and finally return the updated belief state.

A Closer Look

The circuit is constructed as follows. In the preprocessing
stage, we extract some useful formulas from the domain de-
scription. Let Effects(a) be the set of fluents that action a
might affect. For each f in this set, we need to know how a
can affect f. Let Cause(a,f) be a formula describing when a
causes f to be true. It is simply the precondition of the rule of
a causing f to hold (if there are several, take the disjunction;
if there are none, set it to FALSE). That is, if s = Cause(a,f)
and a is possible to execute, f will hold after it. Cause(a,—f)
is defined similarly.

For example, take a = Rotate(90) (Section 3.1).
Effects(a)={Touch(el), Touch(e2), Touch(e3)} , and

Cause(a,Touch(el)) = OnBelt() N\ Touch(e3)
Cause(a,— Touch(el)) = OnBelt() N\ Touch(el) *)

Procedure ProgressDomain then constructs the formula
NextVal(a,f), which evaluates to TRUE iff f holds after a
(given the previous state). Intuitively, either a caused it to
hold, or it already held and a did not affect it. Similarly, the
formula Poss(a,f) states that a was possible to execute regard-
ing f, i.e. did not cause it to be true and false at the same
time.

After preprocessing, we iterate through the sequence. Pro-
cedure ProgressAction uses those formulas to update the be-
lief state: First, it constructs a circuit asserting the action was

'Cause(a,f) represents the conditions for a to cause f, extracted
from the domain description (See (*))



possible (corresponding to the Poss formula) and adds it to
cb (line 2). Then, it builds a circuit for the NextVal formula.
Procedure TimeO ensures the circuit uses only time-0 fluents.
When we construct a new Poss or NextVal circuit, its leafs
represent fluents of the previous time step; 7TimeO replaces
them by their equivalent explanation nodes. Our circuit im-
plementation is crucial for the efficiency of this replacement.
Instead of copying the whole formula, we only need to up-
date edges in the graph (using the pointers). This way, we
can share formulas recursively, and maintain compactness.

After all the new circuits were built, the explanation point-
ers are updated (line 4); the new explanation is the root of the
corresponding NextVal circuit, built earlier (line 3; see also
Section 5.1). Then we deal with the observation (Procedure
FilterObservation): similarly, we use Time0 to get a time-0
formula, and simply add it to cb.

e(Tch1) in t+1

Te(Tohn e Teh2) Te{TohaY | eonB) |

Figure 4: Updating the explanation of Touch(el) after Rotate(90)

Example: Figure 4 shows an update of the explanation
of Touch(el) after the action Rotate(90). Yellow rectangles
(on the bottom nodes) represent the explanation pointers of
time ¢ (before the action). The circuit in the image is the
NextVal formula, after Procedure 7imeO replaced its fluents
by the corresponding explanation nodes.

The V node is the root of the graph representing state of
Touch(el) after the action: the right branch describes the case
that the action caused it to hold, and the left branch is the
case that it held, and the action did not falsify it. In the next
iteration, the pointer of Touch(el) will point at this node.

Note the re-use of some time-¢ explanation nodes; they are
internal nodes, possibly representing large subformulas.

3.3 Query Answering with the End Formula

C-Filter returns an updated belief state (!, represented as
a logical circuit. We are interested in satisfiability queries
(@" A 1) satisfiable) and entailment queries (¢! = 1, or
! A unsatisfiable). In the following, we construct a circuit
corresponding to the query and run inference on it.

Query Circuits

Let ¢ be an arbitrary propositional query formula; we want to
check whether (o? Av) is satisfiable. Very similarly to an obser-
vation, we add ¢ to cb, and replace the fluents for their expla-
nations. The new cb is our query circuit. Queries are usually
about time ¢, but the circuit structure allows more interesting
queries, in particular smoothing— queries that refer to the past
(e.g., did f change its value in the last 5 steps? Could the

initial value of g be TRUE?). Note that every fluent in every
time step has a corresponding node. If we keep track of those
nodes, we can replace fluents from any time step by their ex-
planations. If the queries are given in advance, this does not
change the complexity. Otherwise, finding a past-explanation
node might take O(logt) time. Note that the same mecha-
nism (tracking previous explanations) has many interesting
applications, such as filtering in non-Markovian domains.

SAT for Circuits

After building a query circuit, we check satisfiability. Tradi-
tional approaches check circuit-SAT by converting the circuit
into a CNF formula. The approaches for doing so either grow
the representation exponentially (duplicating shared subfor-
mulas) or grow the number of variables significantly.

Instead, we run inference on the circuit itself. A number of
works show that the structural information lost in a CNF en-
coding can be used to give SAT procedures a significant per-
formance improvement. Using circuit SAT solvers, we can
solve the problem more efficiently and effectively in its origi-
nal non-clausal encoding. Several such algorithms have been
proposed recently, taking advantage of the circuit structure
[Ganai et al., 2002; Thiffault et al., 2004]. We use those, and
a simple algorithm of our own, C-DPLL.

C-DPLL is a generalization of DPLL. Every iteration, an
uninstantiated variable f is chosen, and set to TRUE. The
truth value is then propagated as far as possible, resulting in
a smaller circuit (for example, if f had an OR parent, it will
be set to TRUE as well). Then, C-DPLL is called recursively.
If no satisfying assignment was found, it backtracks and tries
f=FALSE. If no assignment is found again, return UNSAT.
C-DPLL takes O(|E| - 2!) time and O(|E|) space for a circuit
with | E'| edges and [ leaves.

4 Extended Example

We will now give a detailed example of the whole process.
Interestingly, this example shows that our circuit implementa-
tion can compactly represent a belief state that cannot remain
compact using CNF formulas over the same variables.

Our domain includes fluents {p,...,pn,0dd}. We will
come up with a sequence of actions that will make odd equal
to p1 @ p2 P ...pn, the parity of the other fluents. Our actions
ai, ..., a,_1 are defined such that a; sets odd := p1 & p2, and
any other a; sets odd := odd & p;+1. More formally:

“ay causes odd if (p1 A —pa) V (—p1 A p2)”
“ay causes —odd if —[(p1 A —p2) V (—p1 A p2)]”
“a; causes odd if (odd N\ —p;+1) V (—odd N\ pi+1)”
“a; causes —odd if —[(odd N —p;11) V (—odd N p;+1)]”
Applying the sequence a1, ..., a,—_1 sets odd = p1 & ...py.
We now show how our algorithm maintains the belief state
throughout the sequence.

Preprocessing the Domain:

In this phase we extract the Poss and NextVal formulas. We
examine the action specifications: the only fluent which is
affected is odd. When is it possible to execute a;? When
executing it does not cause both odd, —odd.

Cause(ay,0dd) = (p1 A —p2) V (—p1 A p2)



Cause(ay,—odd) = —[(p1 A —p2) V (=p1 A p2)]
Poss(ay,0dd) = =[Cause(ay,0dd) N\ Cause(ay,—odd))

It is easy to see that both cannot hold simultaneously, and
the formula can be simplified to TRUE: indeed, a; is always
executable. Similarly, all of our actions are always possible
to execute, so the Poss formulas are all equal TRUE.

Now, the NextVal formulas. After executing a1, odd will
be set to Cause(ay,0dd) V [odd N\ —~Cause(a,—odd)].

This is equivalent to Cause(ay,0dd). In other words, odd
will be set to p; @ po. Similarly, after action a; odd will
be set to p;+1 @ odd. Note, simplifying the formulas is not
mandatory; the representation will be compact without it, too.

Executing the Actions:

Imagine that we receive the (arbitrary) sequence that
ai,ag, ..., ap_1,0dd A\ —p, (performing n actions and receiv-
ing an observation). Figure 5 describes how we update the
belief-state according to this sequence. At time 0 (5a) we
create a node for every fluent, and another for TRUE. The
nodes represent the value of the fluent at time 0. We set a
pointer (the yellow rectangles) for each formula that we want
to maintain: the formula for c¢b is set to TRUE, because we do
not have any initial knowledge. The explanation formula of
each fluent is set to the corresponding node.

We then execute a1, arriving at time 1 (5b). No constraint
was added to cb, since the action is always executable. No
explanation formula of p; changed, since a; does not affect
them. The only thing that changed is the state of odd: its new
explanation is p; @ ps. We construct the graph for this for-
mula, and update the explanation pointer to its root node.
NOTE: the image shows xor gates just for the sake of clar-
ity. In fact, each of them should be replaced by five gates, as
depicted in Sb.

Executing as is similar (time 2, 5¢). We construct the graph
for odd’s new value, odd & p3. Note that we substitute the
fluents in this formula (odd, p3) by their explanations in time
1, i.e. the pointers of the previous time step.

We execute ag, ..., a,_1, and then observe odd N\ —p,, (5d).
This is just an example observation; alternatively, you can
think of it as querying whether it is possible that odd A —p,,
holds now. First, we handle the actions, updating the expla-
nation of odd. We then add odd N —p,, to our knowledge,
constructing our new cb circuit and updating the pointer. Fi-
nally, we return the circuit in 5d, along with the pointers. This
is our updated belief state.

Answering Queries:

In Se we show an example of truth-value propagation: if we
assume that at time O p;=TRUE and the rest are set to FALSE,
those values are propagated up and result in cb=TRUE. That
is, this assignment is consistent with our sequence.

5 Analysis and Complexity

5.1 Correctness
Theorem 5.1 C-Filter is correct. For any formula ¢ and a
sequence of actions and observations (a;, 0;)o<i<t,

{ s € S that satisfy C-Filter({a;, 0;)o<i<t, )} =
Filter[{a;, 0;)0<i<t]|({s € S that satisfy ¢}).

le(odd)| [ e(pT) |[e(@2) || e(p3) | = = =[e(pn) ][ cb |

oddo plo p20 p3o pno TRUE
(a) At time t=0: initial belief state ¢ = TRUE

e(odd

I e(p1) |l e(2) |[e(p3) | = = *[e(pn) [ cb |
pno TRUE
(b) Time t=1: after performing a;

oddo p1o p20 p3o

e(odd) [e(odd)]

for t=1 (_ @

ey
OI e(p1) [[e(p2) |[e(p3) | = = =[e(pn) |[ cb |
oddo p1o p20 p3o pno TRUE

(c) Time t=2: after performing a1, a2

e(odd) for t=(n-2) e(odd)| [cb |
e(odd) @ &
o
1@

®

Qle(p1)lle(p2) |Le(3)] == =[e(pn)]
oddo p1o p20 p3o pno TRUE

(d) Time t=(n-1): after performing a1, .., a,—1 and observing
(odd N —pr)

@ O

oddo pno TRUE

Figure 5: (e) Propagating truth-values



Recall that a state s satisfies formula ¢ if s A is satisfiable
(Section 3.1). s is used as a formula and as a state.

PROOF SKETCH We present an effect model, and show
how to update a belief-state (flat) formula with this model.
We show that the Filtering definition in Section 2 can be re-
duced to consequence finding (in a restricted language) with
this formula. Then, we show that C-Filter computes exactly
those consequences.

Definition 5.2 Effect Model:
For an action a, define the effect model of a at time t to be:

Teﬁc(a, t) = a¢ —

Njep Poss(a, f,t) A (fi+1 < NextVal(a, f,1))
Poss(a, f,t) = =(Cause(a,f); N Cause(a,—f):)
NextVal(a, f,t) = Cause(a,f), V (fi N ~Cause(a,—f),)

a¢ asserts that action a occurred at time ¢, and fy41 means
that f after performing a. 1), is the result of adding a sub-
script ; to every fluent in formula 1 (see Section 3.2 for defi-
nition of Cause(a,f)). The effect model corresponds to effect
axioms and explanation closure axioms from Situation Cal-
culus [Reiter, 1991]. If the robot can recognize an impossible
action, we can drop the assumption that actions are possible,
and adopt a slightly different effect model.

Recall that Filter[](-) was defined over a set of states. We
now define its analogue L-Filter, which handles belief-state
logical formulas.

Definition 5.3 (L-Filter) Let ¢ a belief-state formula.
e L-Filter[a](p) = Cnlt+1 (o A ar A Top(a,t))
e L-Filter[o](p) = o Ao

where Cnl (1)) are the consequences of v in vocabulary L.
Lt+1 = (L(gOt) UPt-‘,—l)\Pt ,fOI'Pt = {ft | f S P} and
L(y) the language of y; i.e., Ly1q does not allow fluents
with subscript ¢.

Lemma 5.4 The result of applying L-Filter|a) for a € Ais a
formula representing exactly the set of states Filter|a).
More formally, let @ be a belief state formula.

Filter[a]({s € S | s satisfies p}) =
{s € S| s satisfies L-Filter[a] ()}

That is, both definitions are equivalent (for lack of space,
we do not present the proof here). As a result, we can com-
pute Filter using a consequence finder in a restricted lan-
guage. However, this does not guarantee tractability. Instead
of using a consequence-finder, we show that C-Filter com-
putes exactly those consequences.

Let ¢ := ¢ A ar A Typ(a, t). According to our definition,
L-Filter[a](¢) = Cnlt+1(¢)). We now observe that conse-
quence finding is easy if we keep ¢, in the following form:

oy =cb A /\feP(ft = exl’lf)
¢b and expl; do not involve any fluent of time ¢.

We now show how to compute the consequences of such
formulas. Furthermore, we show that the resulting formula
maintains this form, so we only need to check the form of the
initial belief-state. Luckily, this is not a problem; every ini-
tial belief-state can be converted to this form (in linear time)
using new proposition symbols.

Let 1) be a formula in this form. ¢ states that (f; < exply)
for every f; € P;: we construct an equivalent formula, ¢, by
replacing every f; € P; in Tp(a,t) with the formula expl,.
Notation: ©' := ¢y Aay A Typ(a,t)[expl;/ fi].

)=y = Cnbai () = Onbit (y)

Therefore, we can find the consequences of 1)’ instead.
Note that consequence finding in L4 is the same as using
the Resolution algorithm to resolve fluents of P;. We use this
to compute Cnlt+1(y):

Cntei(y) = cb A Njep (Poss(a,t, f)lexpl,/g:]) N
Njep(fir1 < NextVal(a, t, f)lexply/g:])

Let c¢b' :=chbA Njep(Poss(a,t, f)lexpl,/g:])
expl’s := NextVal(a, t, f)[expl,/gt]).

The last formula can be re-written as

b’ N N\jep(frr = exply)

Now note that C-Filter maintains the belief-state for-
mula exactly in that easy-to-compute form, namely cb A
Njep(fi < exply), cband expl; involve only special propo-
sitions, representing time-0 (to avoid confusion, you might
think of the new propositions in line 2 as f;,,;;, not fo).

Also, cb’, expl’; are exactly the constraint-base and expla-
nation formulas after C-Filter’s ProgressAction. That is, C-
Filter correctly progresses the belief-state with actions. The
proof for handling observations is similar. |

5.2 C-Filter Complexity

Let <p0 be the initial belief state, ¢ the length of the action-
observation sequence, and |Obs| the total length of the obser-
vations in the sequence. Let ActDesc be the longest descrip-
tion of an action a € A (preconditions + effects).

Theorem 5.5 Allowing preprocessing of O(|P|) time and
space (or, alternatively, using a hash table), C-Filter takes
time O(|¢°| + |Obs| + t - ActDesc) . Its output is a circuit of
the same size.

If the observations are always conjunctions of literals, we
can drop |Obs| from space complexity. If there are no precon-
ditions, we can maintain a flat formula instead. Note that this
does not depend on the domain size, | P|. ActDesc is usually
small— especially if the actions in the domain affect a small
number of fluents, and have simple preconditions.

PROOF SKETCH: Initializing cb takes O(|°|) time. Han-
dling each action adds at most O(ActDesc) nodes and edges
to the graph, and takes the same time: in the worst case, as-
suming no simplifications were done, we need to construct a
graph for each of the action’s Causes formulas. Finally, each
time we receive an observation o we add at most O(|o|) nodes
and edges, resulting in total O(|Obsl).

Corollary 5.6 We can maintain an NNF-Circuit (no negation
nodes) with the same complexity.

PROOF SKETCH The circuit’s leaves represent literals
(instead of propositions). We maintain explanation formulas
for them. Since (f < expl;) = (=f < —expl;), we can
define expl_; := —expl;. We take the NNF-form of every
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Figure 6: Left: Filtering time (sec) for C-Filter, applied to Block-World and Grid domains of different sizes. The time is linear, and does
not depend on the domain size (slight differences in the graph are due to hash-table implementation). Right: Comparison of Filtering time
(msec) for several methods (numbers represent domain size). Note that this is log-scale.

formula we use (observations, explanations, etc.), and replace
every literal by its explanation. Converting to NNF takes time
linear in the formula’s size; therefore, time and space com-
plexities will not change (modulo a small constant). H

5.3 Projection

Projection is the problem of checking that a property holds
after ¢ action steps of an action system, starting from a belief
state. Generalizations allow additional observations.

Our results from previous sections show that projection is
doable by applying C-Filter (generating the belief state at
time ¢, ¢, adding the query and running our C-DPLL solver).

Let m be maximal length of a single observation plus
ActDesc. Usually m = O(1). Since ¢’ includes O(n) vari-
ables, and has overall size O(n + mt), checking if a variable
assignment is a model of (! takes time O (n+m¢t). Thus, test-
ing satisfiability is NP-Complete in n, instead of n + mt (the
size of the formula) or n - ¢ (the number of propositional vari-
ables that appear in an unrolling of the system over ¢ steps;
used in Bounded Model Checking). We need to guess n vari-
able assignments, and then apply a linear algorithm to check
it. The following result refines earlier complexity results.

Theorem 5.7 (Projection) Let D be a domain with deter-
ministic actions. The problem of answering whether all the
states in Filter|r|(y) satisfy Q, for belief state formula o,
sequence of actions T and query @, is coNP-complete in the
number of state variables, n. We assume m, p, ActDesc and
Q are polynomial in n.

5.4 Representation Complexity

Our results have implications for the theory of representation-
space complexity. A simple combinatorial argument shows
that there are belief states of n fluents that cannot be described
using logical circuit of size 0(2"), i.e., strictly smaller than
some linear function of 2". Nevertheless, our results for C-
Filter show that those belief states that are reachable within a
polynomial number of actions from an initial belief state are
of size linear in ¢ and the input size (initial belief state size,
and longest action description).

Also, [Amir and Russell, 2003] showed that for every
general-purpose representation of belief states there is a (pos-

sibly nondeterministic) domain, an initial belief state, and a
sequence of actions after which our belief state representation
is exponential in the initial belief state size. Our results show
that this does not hold for deterministic systems.

5.5 A Note on Non-Determinism

C-Filter can handle non-determinism in observations, but not
in transition models. However, many real-life environments
are inherently non-deterministic. One natural solution is to
treat each non-deterministic action as a choice between sev-
eral deterministic ones. For example, coin-flipping:
flip, — [ExactlyOneCase N

(casey — headsi 1) N (cases — —heads;y )]
where ExactlyOneCase specifies that exactly one of caseq,
cases holds (we can also use a binary encoding). Unfortu-
nately, the number of propositions grows linearly with ¢.

We can handle another (very limited) non-deterministic
class without adding propositions (specifically, “a causes
pV qif G”, G deterministic). The idea is to maintain a belief
state in a different form, with (I — expl,) for every literal [ .

6 Experimental Evaluation

Our Filtering algorithm was implemented in C++. Our im-
plementation could also handle parametrized domain descrip-
tions, such as STRIPS. We tested it on AI-Planning domains
(Figure 7 lists several) of various sizes and observation mod-
els. We generated long action-observation sequences with a
random sequence generator (implemented in Lisp), and ran
inference on the results using our own C-DPLL and NoClause
([Thiffault et al., 2004]). circuit SAT solver.

Blocks: 108/124  Ferry: 163/17  Grid: 251/53
Gripper: 110/6 Hanoi: 259/16  Logistics: 176/16
Movie: 47/13 Tsp: 98/15

Figure 7: Overview of C-Filter experiments: Al-Planning domains
(2000+ fluents, 10000 steps). Results presented as Filtering time/
Model finding time (both in msec).

Figures 6, 7, 8 present some of the results. Figure 6 (left)
shows that C-Filter is linear in the sequence length; note that
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Figure 8: Total time for finding a model (msec), for Block-Worlds
of different size and number of observations per step.

time depends on the domain but not on the domain size. In
both Block-World and Grid-World, filtering time almost does
not change, even when the number of fluents grows 100 times
larger (slight difference in the graph is due to hash-table im-
plementation, instead of an array; the circuit size does not
depend on this implementation and was the same).

The right part of Figure 6 shows a comparison to other
filtering methods. We compared our algorithm to (1) Filter
[Amir and Russell, 2003] (in Lisp), (2) Filtering by unrolling
the system over ¢ steps (using |P|¢ propositions), (3) BDD-
based Filtering, based on the BuDDy package [Lind-Nielsen,
1999]. C-Filter outperformed them all, sometimes by orders
of magnitude; note that the graph is log-scale.

Comparison Analysis: BDD sizes depend highly on
variable ordering. Even for some very simple circuits, the
representation can have either linear or exponential size de-
pending on the order (finding an optimal ordering is known
to be NP-complete). The long processing time at the begin-
ning is due to heuristic methods that try to achieve a good
ordering; after a while, a good ordering was reached, mak-
ing processing faster. Even with those heuristics, we could
not process large (> 300) domains. Filter and Unroll were
also slower, and could not process long sequences or large
domains (also, Filter can handle only a limited class of do-
mains). Unroll suffers from the frame problem, i.e. needs to
explicitly state the fluents that do not change (f; < fi+1),
and therefore depends on the domain size. C-Filter, however,
managed to handle large domains (hundreds of thousands of
fluents), taking a few milliseconds per step.

Figure 8 shows the time to find a model for the resulting
circuits using a modified version of NoClause. Significantly,
reasoning time grows only linearly with £. This allows prac-
tical logical filtering over temporal sequences of unbounded
length. Note that the more observations an agent gets, the
more constrained his belief state is. Therefore, it takes longer
to find a satisfying model (also, the formula is larger).

7 Conclusions

A straightforward approach to filtering is to create all the
prime implicates (or all consequences) at time ¢ + 1 from the
belief state representation of time ¢. Previous work (e.g. [Lib-
eratore, 1997]) showed that deciding if a clause belongs to the
new belief state is coNP-complete, even for deterministic do-
mains. This discouraged further research on the problem.
Nevertheless, in this work we presented an exact and

tractable filtering algorithm for all deterministic domains.
Our result is surprising because it shows that creating a rep-
resentation of all of the consequences at time ¢ + 1 is easier
(poly-time) than creating the new belief state piecemeal.

Several approaches were developed in the past to repre-
sent belief states in logic (e.g., BDDs, [Amir and Russell,
2003]), but none of them guaranteed compactness. The key
to our advance was our logical circuits representation. We
also showed how to maintain NNF-Circuits.

The results obtained here have implications in many impor-
tant Al-related fields. We expect our algorithms to apply to
planning, monitoring and controlling, and perhaps stochastic
filtering. We plan to explore these directions in the future.
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